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Calculated Raman spectra of photodissociating H2S in its first absorption band are presented, obtained by
time dependent wave packet propagation on two coupled diabatic excited-state surfaces, a bound one (of B1

symmetry inC2V) and a repulsive one (A2 symmetry). Both of these states are of A′′ symmetry in theCs

group and have a conical intersection in the Franck-Condon region. Predicted Raman spectra are presented
for four excitation wavelengths in the range of 185-205 nm, and various features of the spectra are explored
and compared with experimental data. The different behavior of [n00] lines (those involving vibrational
excitation in one H-S bond only, in the local mode picture) to that of other [n10] and [nm1] lines (involving
one stretching quantum in one H-S bond and one bending quantum, respectively) is explained using the
cross-correlation functions of the propagating wave packet with ground-state wave functions.

1. Introduction

The study of photodissociation of small molecules is an ideal
tool for the elucidation of both long- and short-time dynamics
on their potential energy surfaces. In the past decade, both
experimental and theoretical advances in this field, especially
the improvement of the quality of ab initio potential energy
surfaces, have made possible the direct comparison between
calculations and measurements. The information that can be
obtained from the study of photodissociation is of a diverse
nature, depending on the actual kind of experiment performed.
One kind is pure absorption spectroscopy, whereby the absorp-
tion cross section of the dissociating molecule in the region of
the photodissociation band is measured as a function of the
excitation wavelength. These experiments give information
primarily on the dynamics around the Franck-Condon (FC)
region, with the overall width of the band indicating the lifetime
of the excited state in accordance with the energy-lifetime
uncertainty principle. Such experiments have been performed
on both H2S and D2S by Lee et al.1 in the first absorption band
and theoretically studied by Schinke and co-workers.2-5 On the
other hand, study of the photodissociation products, and in
particular the partial photodissociation cross sections pertaining
to given product internal states, yields information about the
entire region of the exit channel and therefore its theoretical
simulation presents a much greater challenge as far as theoretical
calculations are concerned. Both vibrational6-8 and rotational9-11

distributions of the H-S photofragments have been observed
experimentally and predicted theoretically.4,12,13 These two
methods are now well-established tools for studying molecular
photodissociation.

A third kind of experimental study is that of the emission
spectra of photodissociating molecules. This is essentially the
study of a resonance Raman process, the absorption of one
photon promoting the molecule to the excited state, followed
by return of the molecule to the ground state via the emission
of a photon of higher wavelength during the course of the

photodissociation. The probability of this effect is generally very
small (especially for fast, direct photodissociation), and this
makes its experimental detection particularly difficult. However,
such experimental data can give information about the dynamics
betweenthe FC region and the exit channel, i.e., in a way
complementary to both of the methods described previously.
Since this is aresonanceRaman process rather than a regular
one, i.e., the excitation wavelength matches the energy difference
between two electronic states, the Raman spectrum will in
general not be purelystatic. In other words, it will not be
determined solely by the nuclear coordinate dependence of the
transition dipole, but alsodynamiceffects will play a significant
role, according to the definition given by Lee and Heller.14 As
has been noted earlier by one of the authors,15 these effects
constitute a stringent test of the accuracy of the potential energy
surfaces and nonadiabatic couplings.

In the case of H2S, there has been a lot of theoretical effort
in trying to elucidate the structure of the excited-state potential
energy surfaces and the precise nature of the dynamics occurring
on them.2-5,12,13,16,17A significant amount of controversy has
resulted, regarding the question of the “boundedness” or
“repulsiveness” of each of the surfaces involved as well as their
respective symmetry species. For instance, it has been suggested
that the photodissociation dynamics of H2S is best explained
through a model that involves initial promotion of the molecule
to a repulsive state, which interacts with a bound one through
a bound-continuum Fano mechanism.12 The opposite model
(promotion to a bound state and interaction with a repulsive
one) has also been proposed.6 The most recent ab initio
calculations (see below) and dynamical simulations of the
absorption spectrum,2,3,13and the partial photodissociation cross
sections on these surfaces have shown unambiguously that the
latter model is the correct one.

Ab initio potential energy surfaces for the excited states under
consideration have been calculated previously by Shih et al.,18

Weide et al.,19 Theodorakopoulos et al.,20 Heumann et al.,2 and
more recently, in our group by Simah et al.13 All calculations
show that two surfaces are directly involved in the process. One
is of B1 symmetry in theC2v point group and is of a bound
nature, whereas the other is repulsive and of A2 symmetry. Both
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surfaces are of A′′ symmetry in theCs point group and are hence
subject to nonadiabatic coupling. In fact, as already found by
Heumann et al.,2,19 for a fixed bond angle there are two conical
intersections on theC2V line quite close to the FC region, and
therefore the nonadiabatic coupling plays a crucial role for the
dissociation dynamics. The excitation from the ground-state
surface (A1 in C2V) initially occurs primarily to the bound (B1)
surface because of electric dipole selection rules. H2S subse-
quently predissociates through nonadiabatic coupling to the
repulsive (A2) surface. Initial motion along the symmetric stretch
coordinate on the bound surface produces structure in the UV/
VIS absorption spectrum of H2S (which was initially thought
to be due to the bending motion6,21). The nonadiabatic effects
make the dissociation dynamics of H2S radically different from
that of H2O. In the latter case22,23 there is only one repulsive
surface involved in the excited state (of B1 symmetry in the
C2V point group), and the Born-Oppenheimer approximation
can be safely employed.

Calculations on the Raman emission of photodissociating H2S
have already been performed by Heumann and Schinke5 using
the time dependent wave packet method, and many of the
features of the predicted spectra were discussed and elucidated.
In particular, a qualitatively different behavior of the cross-
correlation functions and the wavelength dependence of the cross
sections for the [n0+0] and [(n - 1)1+0] final states was found,
where [mn+k] denote excitations withm, n quanta in the two
local SH stretching modes, respectively, andk quanta in the
bending mode. However, despite the fact that the calculated
absorption spectra as well as partial photodissociation cross
sections were in reasonably good agreement with experimental
results, the agreement of the computed Raman spectra with
existing experimental data of Brudzynski et al.24 was less
satisfactory. The authors concluded that more accurate ab initio
calculations and diabatization procedures were desirable in order
to obtain a better understanding of the experimental observa-
tions.

As mentioned before, the two relevant adiabatic excited-state
surfaces have conical intersections near the FC region, leading
to very strong nonadiabatic couplings. The dynamics calcula-
tions are most conveniently performed in a quasi-diabatic
representation, in which the electronic wave functions are
smoothly varying as function of geometry and the derivative
couplings are assumed to be zero. Instead, a diabatic coupling
potential occurs. The diabatization transformation is nonunique,
and various approximate diabatization schemes have been used
before for H2S.4,5,13 In the original work by Heumann et al.4

the adiabatic mixing angle was determined from the condition
that the CI vectors of the excited-state electronic wave functions
should vary as little as possible relative to reference geometries
in C2V symmetry (in which diabatic and adiabatic wave functions
are identical by definition). This method did not take into
account a possible change of the orbitals as function of
geometry, and therefore eliminated the derivative couplings only
partly. Consequently, the diabatic coupling potential was too
weak, leading to too narrow bands in the absorption spectrum.
In later work, Heumann and Schinke5 proposed an alternative
method, in which the nonadiabatic mixing was determined from
the condition that the transition dipole moments between the
ground state (A1) and the repulsive (A2) diabatic state should
vanish at all geometries. They found that this improves the width
of the absorption spectrum and in particular the Raman
spectrum. However, the condition that one of the transition
dipole moments vanishes inCs symmetry is not strictly valid.
Therefore, also in this case the derivative couplings are not

entirely eliminated, and again the coupling in the diabatic basis
is too weak. In the most recent calculations by Simah et al.,13

the diabatization condition was that both the orbitals as well as
the CI vectors of the electronic wave functions change as little
as possible relative to reference geometries inC2V symmetry.
This fully minimizes the derivative coupling matrix elements
and leads to an almost quantitative agreement of the computed
and experimental absorption spectra.

The purpose of the present work is to investigate if the new
surfaces and the improved diabatization scheme of Simah et
al.13 lead to better agreement of the calculated and experimental
Raman emission spectra, and furthermore to explore in more
detail the reason for the previous and remaining discrepancies.
For comparison, we have also applied the diabatization method
of Heumann et al. using transition dipole moments to demon-
strate the effect of the diabatization scheme on the dynamics.
As already pointed out by Heumann and Schinke,5 the Raman
emission spectra are very sensitive to the nonadiabatic coupling
and therefore the H2S molecule presents a particular challenge
for this kind of theoretical study.

In section 2, a brief overview of the time-dependent theory
of Raman scattering is presented. In section 3 the details of the
method used are given, and the results are discussed and
compared with experimental data in section 4. Finally, a
conclusion is presented in section 5.

2. Theory

The time-dependent theory of Raman scattering has been
analyzed thoroughly by Lee and Heller14 as well as Loudon,25

Schinke,26 and Hartke,27 and compared with the corresponding
time-independent theory which leads to the well-known Kram-
ers-Heisenberg-Dirac expression.28,29 Within the time-de-
pendent approach, the initial wave packet is the product of the
ground-state nuclear wave function and the transition dipole
moment function. Since in this case there are two excited state
surfaces involved, the wave packet is expressed as a two-
component vector. This function is subsequently propagated on
the two excited-state surfaces, according to the time-dependent
Schrödinger equation. At each point in the propagation, a cross-
correlation function is calculated for each of the ground state
vibrational levels that is of interest (i.e., to which the excited
state is likely to decay through Raman emission). This cross-
correlation function (in general a complex quantity) is the
overlap integral between the wave packet at timet and the
appropriate final vibrational wave function, acted upon by the
transition dipole moment operator

whereψi and ψf denote the initial and final vibrational wave
functions, respectively, in the ground electronic state. Given
the cross-correlation function, the Raman scattering cross section
for this final state and any excitation frequency can be obtained
through a half Fourier transform according to the formula

(to within a proportionality constant). Hereσ stands for the cross
section,ωI for the incident electromagnetic frequency,ωS for
the scattered frequency,Ei for the energy of the initial state
(taken to be zero in these calculations), andCif for the
appropriate cross-correlation function.

Cif(t) ) 〈µψf| exp(- iĤt
p )|µψi〉 (1)

σif(ωI) ∝ ωI ωS
3|∫0

∞
ei(Ei + pωI)t/pCif(t)dt|2 (2)
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3. Method

The ground and excited-state diabatic potential energy
surfaces used for the propagation in this paper are described in
Simah et al.13 To study the effect of the diabatization procedure,
we have also applied the scheme of Heumann and Schinke,5 in
which the transition moment between the ground state and the
dissociative excited-state becomes zero.

For the purposes of the propagation, it was assumed that the
total angular momentum of the excited state isJ ) 0. This is
of course not strictly correct, because the photon would excite
the initialJ ) 0 state to aJ ) 1 state. In that sense, non-(Born-
Oppenheimer) interactions of molecular rotation with electronic
degrees of freedom are not taken into account properly.
Nevertheless, it is expected that this effect will be small enough
not to be important because no rotational structure has been
observed in the experimental Raman spectra. Moreover, for the
same reason, only the Raman cross sections to theJ ) 0 levels
of the ground state (the “Q-branches”) are calculated. It is
expected that this can give a good overall indication of the
relative intensities of the bands.

The ground-state surface for H2S as calculated by Simah et
al.30 has a minimum atr(H-S)) 1.3401 Å (experimental value
1.3366 Å31), a bond angle of 92.211° (experimental value
92.226° 31), and a dissociation energy of 3.78 eV (experimental
value 3.9 eV7). The ground-state vibrational levels were
calculated on this surface using the distributed Gaussian basis
approach of Bacˇić and Light,32,33using Radau coordinates34 to
describe the bond distances and angle because of the simple
form of the Hamiltonian in these coordinates. “Ray” eigen-
vectors were calculated at each angle (for which a DVR scheme
was used), and through these intermediate eigenfunctions the
basis was contracted for the final diagonalization. Eigenfunctions
with energies up to 14 300 cm-1 above the ground state were
used, as this covers essentially the range of the experimental
data and also because the Raman lines become rather weak
beyond this limit. The convergence of the bound state calculation
was verified, and quantum numbers were assigned to states by
comparing the energies obtained to those calculated by Halonen
and Carrington.35

As mentioned above, the initial wave packet is generated
simply by multiplying the ground-state wave function by the
two transition dipole moment functions for the two excited
states. Other than in the diabatization scheme of Heumann and
Schinke,5 in which only the B1 state was initially populated, in
the diabatic representation of Simah et al.13 the transition dipole
moment between the ground and A2 state is nonzero inCs

symmetry, and therefore both states have an initial population,
with about 95% in the B1 and 5% in the A2 state. The
propagation of the wave packet takes place on a 60× 60 Radau
coordinate grid, starting at 1.8 bohr with a spacing of 0.07 bohr.
The angular grid of the DVR scheme consists of 35 points
between 180 and 0 degrees. Because of the large mass of S in
relation to the H atoms, the Radau coordinates are very similar
to both the more common Jacobi and the internal bond
coordinates and can, for visualization purposes, be considered
approximately equal to each other.

An expansion of the propagator in terms of Chebyshev
polynomials is used for the actual propagation, and the kinetic
energy operator is expressed through a fast Fourier transform
scheme. The maximum time is 2200 atomic time units (ap-
proximately 53 fs, by which time the photodissociation process
is essentially complete) and the time step is 4 atomic units. At
each point, the value of the cross-correlation function with each
of the ground-state levels is calculated and stored. After the

propagation is over, each of the correlation functions is half-
Fourier transformed to give the “excitation function”, i.e., the
relative Raman scattering cross section for the appropriate
ground-state level. Hence there are two ways of presenting the
results. One is as a conventional “Raman stick spectrum” for a
particular excitation frequency(cross section vs scattered
frequency), and the other is the excitation function for a
particularRaman line(cross section vs excitation frequency).
Both ways of presenting the calculated Raman spectra will be
used in this paper.

The use of an imaginary optical (absorbing) potential at the
ends of the grid is necessary for the propagation in order to
avoid unphysical reflection from the grid boundary (which
manifests itself as “aliasing” from the back end of the grid
because of the FFT propagation scheme). The optical potential
suggested by Vibok and Balint-Kurti36,37was used, which has
the form

with parametersb ) 15.0,c ) 3.5 bohr, andR0 ) 4.5 bohr for
both coordinate grids. This is the same as the absorbing potential
used by Simah et al. for the calculation of the H2S absorption
spectrum.

4. Results and Discussion

4.1. Ground-State Vibrational Wave Functions.The label-
ing convention used here for the ground-state levels is in terms
of local modes, as also used by Heumann and Schinke.5 Each
vibrational level is labeled with three numbers [mnk], wherem
andn refer to the number of vibrational quanta in the two H-S
oscillators, respectively, andk is the number of bending quanta.
Because the electric dipole moment operator is symmetric with
respect to permutation of the two identical H nuclei, and the
initial [000] level is symmetric, any ground-state level to which
Raman emission is observed should be symmetric as well. This
means that the final states can be represented as as a symmetric
linear combination of the local modes

In the following, any reference to the [mnk] level will actually
imply the [mn+k] level, unless it is explicitly mentioned
otherwise. In Figure 1, some of the ground-state wave functions
are shown. Their nodal structure turns out to be very important
in understanding the appearance of the spectra. The energies of
the most important ground-state levels above the zero point (i.e.,
the Raman shifts) are listed in Table 1.

4.2. Cross-Correlation Functions.In Figures 2-4, the cross-
correlation functions for various final states are shown. The
functions in the upper panels were obtained with the potentials
and diabatization procedure of Simah et al.,13 whereas in the
lower panels the diabatization method of Heumann and Schinke5

was applied to the same adiabatic potentials. As can be seen
from these figures, a general feature of the absolute values of
all cross-correlation functions is an initial increase, followed
by a decay to zero. The final decay is obviously due to the
eventual advancement of the wave packet (both in coordinate
and momentum space) away from the Franck-Condon region.
Similarly, the initial low value of the cross-correlation functions
can be understood in terms of the initial (att ) 0) approximate
orthogonality between the wave packet and all ground-state
levels. This orthogonality would be exact for all states except

ε(R) ) b exp[- c
R - R0] (3)

|mn+k〉 ) 1

x2
(|mnk〉 + |mnk〉) (4)
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the lowest one if the transition dipole did not depend on the
nuclear coordinates.

The cross correlation functions for the [n00] lines are typically
the largest ones. These functions have no particular further
structure apart from some minor recurrences for the highest
values ofn. A qualitative explanation given previously38,39 for
the higher intensity of the [n00] lines (outside the region 199-
203 nm) is the fact that, as H2S proceeds down the photodis-
sociation pathway, the vibration is essentially concentrated in
oneH-S bond, and hence the overlap with the corresponding
[n00] states is higher than that for other [nm0] ones. A more
“quantum mechanical” insight into this effect is provided if one
examines the different structures of the corresponding ground-

state wave functions. It is seen from Figure 1 that, as the wave
packet bifurcates and its components slide into the exit region,
it encounters a much richer nodal structure in the [(n - 1)10]
rather than the [n00] levels, resulting in a lower overlap with
the [(n - 1)10] states and, hence, a lower absolute value of the
cross-correlation function. The same effect has been recognized
and commented on by Heumann and Schinke,5 as well as the
fact that the [n00] cross-correlation functions decrease with
increasingn as a result of the richer nodal structure of the higher
[n00] wave functions. The largest [n00] cross-correlation
function is the one for [100]. This is presumably due to its lower
number of nodes which give it a higher overlap with the
evolving wave packet, both at the initial and the final stages of
the propagation, despite the larger spatial extent of the higher
[n00] states.

If one examines the cross-correlation functions of the [n10]
levels (Figure 3), one sees that the initial decay of the function
is much broader due to a recurrence at around 8 fs, which was
also observed by Heumann and Schinke.5 This recurrence is
clearly visible in the case of the [110] and [210] levels (as well
as the one at 30 fs in the [110] case). It cannot be clearly seen
in the [310] case, but even there the cross-correlation function
has a shoulder at about 8 fs. Heumann and Schinke5 have
observed that, if the coupling between the two surfaces is
switched off, this recurrence disappears. We have confirmed
the same effect by propagating the wave packet independently
on the two surfaces with zero coupling. The pattern of initial
build up followed by a decay persists, although now the
magnitude of the cross-correlation functions is much larger and

Figure 1. Contour plots of ground-state vibrational wave functions
(at the equilibrium bond angle, around 92°). The two axes are the two
H-S distances in bohr. The left column comprises the [n00] wave
functions and it can be seen that their amplitude is very much decreased
at high values of the antisymmetric stretch coordinate. This is
significantly less the case for the [n10] and the [220] wave functions
(right column). The contour values range from a minimum of-4.9 to
a maximum of+4.9, with a contour distance of 0.2.

TABLE 1: Raman Shifts (in cm-1) of the Most Important
Ground State Vibrational Levels (described in the local
mode picture)a

level
description

Raman
shift (cm-1)

level
description

Raman
shift (cm-1)

001 1185.09 111 6355.73
002 2360.74 202 7391.06
100 2600.28 300 7530.37
003 3526.67 210 7707.17
101 3764.08 301 8648.66
102 4920.70 211 8828.18
200 5116.19 400 9844.25
110 5217.10 310 10124.24
201 6257.29 220 10233.84

a The permutation symmetry of the levels is shown in equation 4.

Figure 2. Cross-correlation functions for the main [n00] levels. The
upper panel refers to the original diabatization of the excited-state
surfaces, whereas the lower one refers to the transition dipole moment
diabatization (see text).
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no short-time recurrence is seen any more. Clearly, therefore,
the recurrence is a consequence of the inter-surface coupling.
The same conclusion was reached by Heumann and Schinke,5

but they were not able to find an explanation for this effect.
We have carefully examined the evolving wave packet in

order to unravel the effect causing the recurrence. Looking at
the evolving wave packet in Figures 5 and 6, we see that its
bound state component (Figure 5) develops “wings” in a short
time (around 3 fs). These are a consequence of the coupling
between the bound and the dissociative surfaces. This coupling
increases with increasing distance from theC2V line. As is seen
from the figures, the wave packet starts moving down the
dissociation pathway (Figure 6), but the coupling brings part
of this back into the bound surface. As a result of this, also the
original wave packet has these components (wings) attached to
it after a short interval. The increase in the cross-correlation
function leading to the recurrence occurs at a time of about 5-6
fs. It can be seen that, at this time, the lateral components of
the wave packet (on both surfaces) have centers around 3.8 bohr
and are moving outward, away from the range of the ground-
state wave functions. Examining these wave functions (Figure
1), one sees that the [(n - 1)10] ones have a much higher
amplitude away from the C2V line than do the [n00] ones.
Moreover, this is of theoppositesign to the amplitude on the
C2V line. This implies that the initial wave packet would have
negative overlap with these states in this part of coordinate space
(relative to the overlap near theC2V line). Thus, a possible
explanation of the recurrence is the advancement in momentum
space (and the consequent “dephasing”) of the wings as they
move down the dissociation coordinate (on both the bound and
the dissociative surfaces), and the consequent reduction of
negative overlap with the [110] and [210] states. Another factor

contributing to this would be the (small) difference in energy
between the two surfaces, which has the consequence of
“rotating” the phase of the wings relative to the central
component, once again reducing the negative overlap. The effect
would be much less pronounced in the [310] state because, as
it can be seen in Figure 1, its nodal structure is much richer in
the wing region and the initial negative overlap is very small
to begin with. It is important to stress, though, that apart from
the phase of the lateral components there is an interplay of
various factors here (such as the timing of the central wave
packet component overlapping with the “positive” lobe of the
[110] and [210] functions andits de-phasing), and it is not at
all easy to reach definite conclusions. Another important point
is that the previous qualitative arguments make an implicit
Franck-Condon assumption, i.e., that the magnitude of the
transition dipole moment does not vary much with the nuclear
coordinates in the regions where both the ground-state wave
functions and the evolving wave packet have significant
amplitude (strictly, the overlap of the wave packet with the
dipole-multiplied wave functions should be considered). We
have found this assumption to be good enough to justify the
previous arguments by inspection of the transition dipole
moments.30

When the alternative diabatization method of Heumann and
Schinke is used, according to which the transition dipole moment
to one of the surfaces becomes zero, some differences can be
seen in the cross-correlation functions. Specifically, in the case
of the [n00] levels (Figure 2), the maximum of the cross-
correlation function is higher for the alternative method. We
believe this to be an effect of the weaker coupling potential
between the two surfaces, which does not diminish as effectively
the wave packet amplitude on the bound surface, resulting in

Figure 3. Cross-correlation functions for the main [n10] levels. Figure 4. Cross-correlation functions for the main [mn1] levels.
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higher overlap with the bound state levels. Interestingly, in the
case of the [n10] levels (Figure 3), the initial maximum is
appreciablylower for the alternative diabatization method. The
origin of this effect is more subtle, and we attribute this to the
fact that, because of the weaker intersurface coupling, thelateral
components of the wave packet (away from theC2V line) are
not diminished in amplitude and contributenegatiVely to the
cross-correlation function through overlap with the negative
lobes of the wave functions at high values of the antisymmetric
stretch coordinate (this is most easily seen on the structure of
the [110] wave function, considering the relative signs of the
lobes).

A further effect which is seen in the cross-correlation
functions relating to levels with one quantum of bending
excitation ([mn1], Figure 4) is a recurrence around 25-30 fs,
which can also be seen in the [110] correlation function but is
almost invisible in the [n00] ones. Otherwise, the cross-
correlation functions for [mn1] states are generally of intermedi-
ate width (broader than those for the [n00] states). As is seen
in Figure 7, the angle with maximum population in the bound
surface goes through a minimum (∼85°) at about 15 fs and
recurs at about 30 fs. It is presumed that this recurrence is what
is seen at the excited bending levels. The fact that it is more
pronounced for the levels with one bending quantum can
probably be attributed to the sharper “bending-excited” wave
function (with one angular node) that makes the recurrence
“steeper”. Also, a recurrence of the wave packet with roughly
the same period (30 fs) has been attributed4,13 to the symmetric
stretch motion in the bound state, and it certainly would be
expected to contribute to these recurrences as well.

Finally, with the alternative diabatization method, no ap-
preciable difference is seen in the shape of the [mn1] cross-
correlation functions apart from their increased magnitude, in
a similar way to the [n00] functions.

4.3. Excitation Functions. In Figures 8-10, the excitation
functions corresponding to the cross-correlation functions in
Figures 2-4 are shown. Again, the upper and lower panels refer
to the diabatization methods of Simah et al.13 and Heumann
and Schinke,5 respectively. To an excellent approximation, the

Figure 5. Modulus of the wave packet component on the bound surface
at various times (at the angle of maximum population). The two axes
are the two H-S distances in bohr. The value of the minimum contour
for the bound potential surface is 0.21 hartree (except at 7.25 fs, where
it is 0.22 hartree at this angle) and the contour distance is 0.01 hartree.
The maximum contour value for the wave packet is 5.0, the contour
distance is 0.04.

Figure 6. Same as Figure 5 for the dissociative surface (with the same
wave packet contour spacings). The amplitude on theC2V line is always
zero, because both the transition dipole from the ground surface and
the coupling with the excited bound surface are zero on this line by
symmetry. The minimum contour for this surface (the farthest one in
the exit channels) is at 0.17 hartree, with a contour distance of 0.01
hartree.

Figure 7. H-S-H angles of maximum population for the two excited-
state surfaces, as a function of time. The angles are chosen from the
range of the DVR angles used to represent the function, leading to the
discrete nature of the graph.
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phases (i.e., the arguments) of the cross-correlation functions
are linear functions of time and, hence, the bandwidth theorem
of Fourier transforms can be safely applied. Therefore, the
narrowness of the [n00] cross-correlation functions should lead
to a broad dependence of the corresponding cross sections on
the excitation wavelength, which is indeed borne out by the
excitation functions in Figures 8-10. The largest among them
is the [100] excitation function, in accordance with the fact that
it has the highest cross-correlation function.

From the recurrences in the cross-correlation functions for
the [mn1] final states discussed above, the excitation functions
for [mn1] states would be expected to show a narrower overall
width than the corresponding [n00] ones with pronounced
periodic peaks on top. This is exactly the picture seen in the
excitation functions for these [mn1] levels in Figure 10, with
the peaks being presumably due to both the angular as well as
the symmetric stretch recurrences. An additional feature which
corroborates this is the fact that thespacingof the peaks in the
excitation function is similar to the one observed in the
absorption spectrum of H2S, which has been attributed to the
symmetric stretch recurrence at exactly this time (25-30 fs).4,13

The final features to be explained are the excitation functions
pertaining to the ground state [n10] levels. In sharp contrast to
the [n00] functions, these appear to be rather narrow and
concentrated in the region around 195-200 nm. Moreover, some
periodic structure can be seen in them, although it is by no
means as clear-cut as that of the previously mentioned [mn1]
functions. Browning et al.39 attribute the sudden acquisition of
intensity of [n10] lines around 200 nm to the fact that this energy
region closely probes the conical intersection of the two surfaces.

As a result of this, there is considerable crossing over to the
dissociative surface for these excitation wavelengths and hence
considerable action in the antisymmetric stretch coordinate,
which leads to increased Raman emission to [n10] levels. The
form of the excitation function can be easily understood in terms
of the shape of the corresponding cross-correlation function.
The aforementioned short-time recurrence for [n10] levels has
the effect of increasing the overall width of this function in
time. This broadness, in conjunction with the linearity of its
phase with time, leads to a narrow shape of the excitation
functions as well as periodic structure with large spacing. The
latter is seen at the low wavelength end of the excitation
functions, where the intensity of the [110] line is seen to rise
again. It would be interesting to perform Raman scattering
experiments at this low wavelength region to verify this effect
of the [n10] lines regaining intensity. The periodic structure with
small spacing in the excitation functions can, as in the case of
the [mn1] lines, be attributed to the long-time recurrence in the
cross-correlation function (presumably due to the symmetric
stretch motion).

Considering the effects of the alternative diabatization method
on the excitation functions, it can be seen that they increase
the intensity of the spectra in the [n00] and [mn1] cases, without
any other appreciable qualitative change. This is of course to
be expected, on account of the larger magnitudes of the cross-
correlation functions, mentioned earlier. In the [n10] case, one
can see a dramatic increase in the intensity of the [210] line
relative to the [110] one. This can easily be seen to be due to
the fact that the short-time recurrence peak for the [210] cross-
correlation function is larger than the corresponding one for
[110].

Figure 8. Excitation functions for [n00] levels. The upper panel refers
to the original diabatization of the excited-state surfaces, whereas the
lower one refers to the transition dipole moment diabatization (see text).

Figure 9. Excitation functions for[n10] levels.
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4.4. Comparison with Experiment. The spectra presented
in Figures 11-14 are the analogous ones that were published
by Heumann and Schinke5 (i.e., with excitation wavelengths
188, 192, and 204 nm). In addition, the spectrum at 200 nm is
given. The spectra shown are those obtained with the diabati-
zation method of Simah et al.,13 as these results were generally
in better agreement with experiment than were those with the
transition dipole diabatization (although the differences were
minor). The most recent experimental data on the H2S Raman
emission spectra whose intensities are cited are those of

Brudzynski et al.24 In this spectrum, absolute line intensities
cannot be immediately compared for different excitation wave-
lengths as, in all cases, the cross sections have been normalized
with respect to the [100] line for the particular excitation
wavelength. The unfortunate fact is that the excitation function
of the [100] emission varies rapidly across 200 nm (cf. Figure
8), which makes comparison even more prone to errors, since
small discrepancies in the computed excitation energy can cause
large ones in the relative intensities. To demonstrate this effect,
two theoretical Raman spectra are shown in each case. One uses
the original surfaces (filled circles), while the other (open circles)

Figure 10. Excitation functions for[mn1] levels.

Figure 11. Calculated and experimental H2S Raman spectra for an
excitation wavelength of 188 nm. The units in both the experimental
and the theoretical spectra are those of the [100] line in the current
spectrum. Filled circles in the theoretical spectra correspond to the
original surfaces, whereas open ones correspond to excitation functions
shifted by 2 nm to lower wavelengths.

Figure 12. Same as Figure 11 for an excitation wavelength of 192
nm.

Figure 13. Same as Figure 11 for an excitation wavelength of 200
nm.

Figure 14. Same as Figure 11 for an excitation wavelength of 204
nm.
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shifts all excitation functions to lower wavelengths by 2 nm. A
similar energy shift was needed to reproduce the experimental
line positions in the simulation of the absorption spectrum.13 It
can be seen that, especially in the 200 nm region, the effect of
the shift is quite appreciable.

As a rule, the [n00] lines are the strongest ones throughout
the excitation wavelength range. This is an effect of the higher
values of the corresponding cross-correlation functions in
conjunction with Parseval’s theorem for Fourier transforms,
which states that the total intensity of a function is preserved
in a Fourier transformation. This is clearly seen in both the 188
nm and the 192 nm cases. In this region of excitation
wavelengths, the [(n-1)10] lines are, as seen in both theory and
experiment, weaker than their [n00] counterparts on account of
their narrow excitation functions. Especially at 188 nm, it is
obvious that the [200] line is more than three times more intense
than the [110] one in the experiment (even more so in theory);
similar ratios are found for the [300]/[210] and [400]/[310] pairs.
The picture is not much different at 192 nm, although now it
can be seen that the [n10] lines are rapidly picking up intensity.
In the experiment, the [200] line is now roughly 2.5 times more
intense than [110] (in the theory it is still a lot stronger), but
now the [300] and [210] lines are of comparable intensity in
both theory and experiment.

It can be seen from the excitation functions that this should
be an area of considerable variation of the intensities of lines
with bending excitation (owing to the periodicity caused by the
recurrence). At 188 nm, the experimental intensities of the [001]
and [101] lines are similar to these of the [n10] lines, whereas
the corresponding theoretical ones are about twice higher. This
is still the case at 192 nm. However, it should be borne in mind
that these intensities could change rapidly with a small change
of the recurrence features (because of the high excitation energy
dependence).

In the region around 200-204 nm (the region of the conical
intersection), the normalizing line ([100]) falls rapidly in
intensity, and even a small shift of its excitation function can
change the relative intensities dramatically, as demonstrated in
Figure 13. As a result, we do not think that a comparison of
intensitiesacross the excitation wavelengths would be very
fruitful, although useful conclusions can still be drawn from
comparing lines within the same Raman spectrum. The spectrum
with an excitation wavelength of 200 nm is almost exactly the
region where the excitation functions of the [110] and [210]
lines reach a maximum. It is the only excitation wavelength in
the experimental and the theoretical spectra where the [110]
line is stronger than the [200], and, in the case where the surfaces
are unshifted, the [210] line is also stronger than the [300] (this
is an area of very steep variation of the intensity of the [210]
line, as seen from its excitation function). As mentioned before,
this is due to the peculiarly narrow excitation function for these
lines arising from the broad cross-correlation functions. At this
point it should be stressed that the dipole moment diabatization
scheme predicts a much narrower region of [110]/[200] intensity
inversion, which does not include 200 nm, and hence does not
predict this effect (although the [210]/[300] intensity inversion
is predicted). The lines with one quantum in the bending mode
([001] and [101]) also pick up intensity in this region (as seen
in the corresponding excitation functions) and, in both the
theoretical and experimental spectra, have an intensity roughly
four times lower than the [100] line in the case of the unshifted
surfaces. The shifted surfaces give much higher intensities for
these lines, which is not unexpected seeing the sharp variation
of the excitation functions. The relative intensity (wrt [100]) of

the [110], [200], [111], and [201] lines are not that well
reproduced; they appear to be much stronger in the experimental
spectrum ([110] is roughly half the intensity of [100] compared
to roughly one-sixth in the theoretical spectrum). But because
this is a region where both the [100] line and the [n10] lines
are expected to vary much in intensity (as mentioned previ-
ously), such comparisons are exceedingly open to error. Thus,
in the case where the surfaces are shifted, the intensities of [200]
and [110] are considerably more in agreement with experiment.
The Raman spectrum of H2S with an excitation wavelength of
200 nm is also within the region covered by Browning et al.,39

and our theoretical spectra appear to be in good qualitative
agreement with it (although no intensities are given in the paper).
Furthermore, there appears to be at least one point of qualitative
disagreement between the Browning and Brudzynski results:
this concerns the intensity of the [210] line (at 200 nm) in
relation to the [100] line. The [210] line is about 0.59 times the
intensity of the [100] one in the Brudzynski results, whereas it
appears that this ratio is appreciably lower in the Browning
results.

In the 204 nm region, the [100] line is expected to have
dropped to about a third of its original intensity from its
excitation function. This is reflected in the experimental
spectrum by the fact that almost all lines show a dramatic
increasein intensity, which is almost certainly attributable to
the diminution of the normalizing line. This is true for both the
[n00] lines and the lines with bending excitation [001] and [101],
which while absolutely dropping in intensity (in the theoretical
spectrum) they are rising in relation to [100]. Exceptions to this
are the [201], [111], and [210] lines, which are also expected
to fall off in intensity at this excitation wavelength. Here the
[n00] lines are again stronger than their [(n - 1)10] counterparts
(as we are off the [n10] peak), and once more they dominate
the spectrum. A rather dramatic effect though is the fact that
both the [200] and the [300] lines arestrongerthan the [100]
line, something that is definitely not seen in the theoretical
spectra (both lines have about half the intensity of [100]) and
it is also not suggested by the nearby (203 nm) Raman spectrum
taken by Browning. It is highly probable that the rapid variation
of the [100] line in this region leads to an error of underestima-
tion of the intensities of the [n00] lines. Finally, it should be
mentioned that in all cases (except perhaps for 204 nm) many
theoretical lines with very high Raman shifts (above 10 000
cm-1) are very much weaker than the corresponding experi-
mental shifts (and hence the cube of the scattered frequency
appearing in the intensity expression cannot by itself account
for their relative weakness). Of course, lower relative magnitudes
of the cross-correlation functions are to be expected because of
the richer nodal structure of the corresponding ground state wave
functions, and it is probably the case that significant changes
in these magnitudes can be achieved with some fine-tuning of
the potential energy surfaces and couplings.

5. Conclusion

The Raman emission spectrum of photodissociating H2S in
the region of its first absorption band has been calculated using
time-dependent wave packet propagation on a surface by Simah
et al.13 Two alternative diabatization methods have been used
for the surfaces, the original one by Simah et al. and one based
on the transition dipole moments, used by Heumann et al.5 In
the majority of cases, the former one has been found to give
results in closer agreement with experiment, although the
differences are generally minor. Excitation functions have been
calculated for several Raman lines spanning the range of the
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absorption spectrum of H2S, and their various features have been
interpreted in terms of the corresponding cross-correlation
functions. In particular, it has been shown that, with the surface
used, the excitation functions of [n00] levels (where all energy
is localized in one oscillator) should not show a very strong
dependence on the excitation wavelength (apart from the [100]
level), whereas those of [n10] levels should have a narrow peak
around 200 nm. This peak can be attributed (in a time-
independent framework) to the excitation in the vicinity of the
conical intersection (as noted by Browning et al.39) or (in a time-
dependent framework) to the broadness of the cross-correlation
functions arising from the intersurface coupling. Moreover, the
levels with one quantum of bending motion show excitation
functions with strong periodicity (less so in the case of the [n10]
functions), and this has been attributed to a long time recurrence
in the cross-correlation function arising from both the bending
and the symmetric stretch motions.

The calculated spectra have been compared to those obtained
by Brudzynski et al.24 Although several of the experimental
features are reproduced by the calculations, there are still serious
discrepancies remaining. A difficulty to be removed is the fact
that the experimental Raman lines are normalized with respect
to the [100] line for each excitation wavelength, which makes
comparison troublesome, especially in regions where the
intensity of this line varies rapidly. More accurate experimental
data will be indispensable for the further elucidation of the H2S
Raman emission spectrum.
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(32) Bačić, Z.; Light, J. C.J. Chem. Phys.1986, 85, 4594.
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(36) Vibók, A.; Balint-Kurti, G. G.J. Chem. Phys.1992, 96, 7615.
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